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ABSTRACT
Motivation: High-throughput sequencing has been used to probe
RNA structures, by treating RNAs with reagents that preferentially
cleave or mark certain nucleotides according to their local structures,
followed by sequencing of the resulting fragments. The data produced
contain valuable information for studying various RNA properties.
Results: We developed methods for statistically modeling these
structure-probing data and extracting structural features from them.
We show that the extracted features can be used to predict RNA “zip-
codes” in yeast, regions bound by the She complex in asymmetric
localization. The prediction accuracy was better than using raw RNA
probing data or sequence features. We further demonstrate the use
of the extracted features in identifying binding sites of RNA binding
proteins from whole-transcriptome gPAR-CLIP data.
Availability: The source code of our implemented methods is availa-
ble at http://yiplab.cse.cuhk.edu.hk/probrna/.
Contact: kevinyip@cse.cuhk.edu.hk

1 INTRODUCTION
Next-generation sequencing (NGS) technologies have created
opportunities for studying many diverse properties of nucleic acids
in a high-throughput manner. Recently, it has been used to probe
RNA structures, which reveals interesting properties of RNA, inclu-
ding the largely unexplored mRNA structures (Kertesz et al., 2010;
Underwood et al., 2010; Lucks et al., 2011). One method invol-
ves treating RNAs with an enzyme that preferentially cleaves either
double-stranded (such as RNase V1) or single-stranded (such as S1
nuclease and P1 nuclease) nucleic acids, and sequencing the resul-
ting fragments (Kertesz et al., 2010; Underwood et al., 2010). Paired
and unpaired nucleotides can then be deduced by comparing the
distributions of read counts under the two different enzymatic treat-
ments or by comparing with a control. Another method is based
on Selective 2’-Hydroxyl Acylation analyzed by Primer Extension
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(SHAPE) chemistry (Mortimer and Weeks, 2007). RNAs are treated
with a SHAPE reagent, which chemically modifies the 2’-hydroxyl
groups with reactivity at individual nucleotides depending on their
local spatial disorder. The treated RNAs are then reverse-transcribed
and subsequently sequenced. Since reverse transcription is blocked
by the SHAPE adducts, the distribution of read counts can serve as
an indicator of local structures (Lucks et al., 2011).

For both methods, specialized algorithms have been proposed for
processing the sequencing reads and analyzing the read counts (Ker-
tesz et al., 2010; Underwood et al., 2010; Aviran et al., 2011;
Lucks et al., 2011). These algorithms were designed to consider
special properties of the corresponding experiments. For example,
in SHAPE sequencing, reverse transcription could be stopped either
by a SHAPE adduct, or due to natural polymerase drop off. Different
statistical models were designed for these processes for estimating
the reactivity of the SHAPE reagent at each nucleotide.

In addition to these method-specific factors, read counts may also
be affected by biases common to many sequencing protocols. For
example, GC-rich regions may have more reads than AT-rich regi-
ons (Dohm et al., 2008). Primer binding and amplification efficiency
also depend on local sequences (Li et al., 2010).

Here we show that statistical models that explicitly consider
potential sequence-specific biases can be used to fit these high-
throughput structure-probing data. The effectiveness of our models
is demonstrated by a better goodness of fit to the data than some
other models based on a cross-validation procedure.

To further explore the utility of our models, we show that featu-
res of structure-probing data extracted by our models can be used
to locate zipcodes on yeast mRNAs, which are regions bound by
the She complex in asymmetric localization (Shepard et al., 2003).
Previous studies have shown that localization activity depends on
secondary structure (Gonzalez et al., 1999; Chartrand et al., 1999).
A short sequence motif involving a CGA triplet in a loop and a con-
served cytosine six bases away in another loop has also been shown
to be necessary for bud localization of several RNAs (Olivier et al.,
2005). Nonetheless, these criteria are not sufficient to identify all
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zipcodes (Shepard et al., 2003). It has been suggested that reco-
gnition and transport depend not only on the zipcodes but also on
adjacent sequence and structural features (Jambhekar et al., 2005).
We show that our extracted features could help distinguish zipcodes
from other regions on the same mRNAs with good accuracy.

There exist experimental methods for transcriptome-wide identi-
fication of RNA regions bound by a specific RNA binding protein
(RBP). The main idea is to crosslink RBPs with RNAs, followed
by immunoprecipitation (CLIP) and microarray analysis or sequen-
cing. The latter includes methods known as HITS-CLIP (Licatalosi
et al., 2008), CLIP-seq (Sanford et al., 2009), PAR-CLIP (Hafner
et al., 2010) and RIP-seq (Zhao et al., 2010).

As these large-scale datasets become available for more RBPs, it
is interesting to ask whether different RBPs recognize similar featu-
res at their binding sites. It has recently been shown that a common
set of features can be used to identify RNAs targeted by a group of
different RBPs (Pancaldi and Bähler, 2011), although in the same
study it is also shown that if the training set lacks any known targets
of an RBP, the resulting statistical model is less capable of identify-
ing its targets, indicating that the model may not have captured the
binding site signals recognized by all RBPs. Here we use our extrac-
ted features from RNA structure-probing data to study this question
in a different way, and ask if it is possible to build statistical models
that can distinguish general RBP binding sites from other regions.
Using a whole-transcriptome dataset of RBP binding sites, we show
that such a model can be constructed with high distinguishing power
using a small set of features, which supports the idea that different
RBPs may share similar recognition signals of their targets.

2 MATERIALS AND METHODS
The overall workflow is illustrated in Figure S1. The following
sections provide details of different parts of the workflow.

2.1 RNA structure-probing data
We used a published transcriptome-wide structure-probing dataset
in yeast (Kertesz et al., 2010) for our study as we also had access
to other types of yeast data needed for our study. The experiments
that produced the data involved treatments of two enzymes, namely
RNase V1 and S1 nuclease, which preferentially cleave phospho-
diester bonds 3’ of double-stranded RNA and single-stranded RNA,
respectively. The sequencing data from each enzymatic treatment
were individually normalized, and the log ratio between the nor-
malized V1 and S1 read counts at each nucleotide was defined as
the PARS (Parallel Analysis of RNA Structure) score of the 5’ adja-
cent nucleotide (Kertesz et al., 2010). Strongly positive and negative
PARS scores indicate a high chance for the nucleotide to be base-
paired and single-based, respectively. For simplicity, we will call the
number of reads attributed to the structure of a certain nucleotide its
“read count”, despite these reads start at its 3’ adjacent nucleotide.

2.2 Statistical models
For each enzymatic treatment, we propose a mixture of Poisson
linear model to relate properties of each nucleotide and its observed
read count. Our model is based on a Poisson linear model previously
proposed for counting sequencing reads that start at a particular
nucleotide (Li et al., 2010), which matches the situation of our data:

nij ∼ Poisson(µij), where

ln µij = ln µi + α +

KX
k=1

X
h∈{A,C,G}

βkhI(bijk = h) (1)

In the equation, nij is the observed read count of nucleotide j
of transcript i (i.e., the number of reads starting at the nucleotide),
which is distributed according to a Poisson distribution with mean
µij . µij in turn depends on µi, the unknown expression level of
transcript i, and biases due to the local sequence within a window
of size K centered on nucleotide j. Both the identity and position
of the nucleotides within the window affect how they influence the
read count of nucleotide j, and their total influence is assumed to
take on a linear form with offset α and coefficients βkh (no varia-
bles are defined for Uracils as their values can be fixed at 0), where
I(bijk = h) is 1 if the k-th nucleotide within the window is h, and
0 otherwise. The model is general enough to capture many types
of biases due to local sequence features. The values of the parame-
ters θ = {µi, α, βkh} are to be determined such that the following
log-likelihood function is maximized:

L(θ) = ln
Y
i,j

Pr(nij |θ) =
X
i,j

ln
e−µij µ

nij

ij

nij !
(2)

For the structure-probing data we used, since an enzyme could
have different probabilities of cleavage for different groups of
nucleotides (such as paired versus unpaired bases), we extend
the model by introducing a mixture of components, with each
component representing a group of nucleotides. The resulting
log-likelihood function is as follows:

L(θ) =
X
i,j

ln
X
g∈G

Pr(zij,g = 1)Pr(nij |zij,g = 1, θ)

=
X
i,j

ln
X
g∈G

τg

e−µij,g µ
nij

ij,g

nij !
, (3)

where G represents the different components of the mixture model,
zij,g is a group membership variable, which equals 1 if nucleotide j

of transcript i belongs to group g and 0 otherwise, τg
def
= Pr(zij,g =

1) is the prior probability that a nucleotide belongs to group g, and
µij,g is the average read count of nucleotides of transcript i that
belong to group g. Correspondingly, there is a separate set of para-
meters, αg and βkh,g for each group. In this work we consider only
two-component models, i.e., G = {1, 2}, as they correspond to
some natural assumptions to be discussed below.

To check the need for considering local sequence biases and for
a mixture model, we also considered two simpler models for com-
parison purposes. The first one is the original Poisson linear model
with only one component (Equation 1). The second one is a Pois-
son mixture model that does not consider local sequences, which is
equivalent to our model with αg and βkh,g all set to zero.

2.3 Optimization algorithms for data fitting
2.3.1 Fitting data from one enzymatic treatment Given a
sequencing dataset with a particular enzymatic treatment, we
used optimization algorithms to (locally) maximize the data
likelihood of the different models. For the single-component
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Poisson linear model, we implemented the method described
in Li et al. (2010). For our mixture model, we developed
an algorithm based on the expectation-maximization (EM) fra-
mework (Dempster et al., 1977). EM considers three types
of data, which in our case include the observed read counts
(X = {nij}), hidden group membership variables (Z = {zij,g}),
and model parameters (θ = {µi,g, αg, βkh,g, τg}). If the values
of the hidden variables were observed, it would be easier to
compute data likelihood and find parameter values that maxi-
mize it. Since these values are actually unobserved, the EM
procedure instead iteratively maximizes the expectation of the
log-likelihood of the full data, EZ|X,θ(t−1) [ln Pr(X,Z|θ)] =P

z

h
Pr(z|X, θ(t−1)) ln Pr(X, z|θ)

i
, where θ(t−1) is the estima-

ted parameter values in the (t − 1)-th iteration. The procedure
repeatedly derives the expression of this expected log-likelihood in
the E-step and finds values of the parameters that maximize it in the
M-step, until a certain stopping criterion is reached.

For our mixture model, it is possible to derive closed-form formu-
las for µi,g and τg that maximize the expected log-likelihood, but it
is difficult for αg and βkh,g . Following Li et al. (2010), we searched
for the optimal values of these two sets of parameters in turn, using
closed-form formulas and numerical methods, respectively. A sum-
mary of the whole algorithm is given below. Detailed derivations
can be found in the Supplementary Materials.

1. Define variables z̄
(0)
ij,g and initialize each of them with a random

value from (0, 1) such that
P

g∈G z̄
(0)
ij,g = 1.

2. Initialize µ
(0)
i,g to

Pli
j=1 z̄

(0)
ij,g

nijPli
j=1 z̄

(0)
ij,g

and τ
(0)
g to

P
i

Pli
j=1 z̄

(0)
ij,gP

i li
,

where li is the length of transcript i. For each iteration t =
1, 2, ..., repeat steps 3-8:

3. Viewing µ
(t−1)
i,g as offsets and z̄

(t−1)
ij,g as weights, fit the genera-

lized linear model with a log link function in the Poisson family
to get α

(t)
g and β

(t)
kh,g .

4. Redefine z̄
(t−1)
ij,g as

τ
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g Pr(nij |zij,g=1,θ(t−1))P

g′
h
τ
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i .
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exp
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g +
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6. If µ
(t)
i,1 > µ

(t)
i,2 for a transcript i, swap their values as well as

those of z̄
(t−1)
ij,1 and z̄

(t−1)
ij,2 for all nucleotides j on i.

7. Update τ
(t)
g to

P
i

Pli
j=1 z̄

(t−1)
ij,gP

i li
.

8. Go to step 3 unless the deviance (defined in the Section 2.4)
decreases by less than 0.01%.

In the algorithm, we first initialize variables z̄ij,g to random
values, and µi,g and τg to corresponding weighted means of them
(steps 1-2). The algorithm then repeats steps 3-8 for iterations. In
step 3, we fix the values of µi,g and z̄ij,g using the estimates from
the previous iteration, and solve the resulting Poisson regression
problem by iterative reweighting least-square (Li et al., 2010) to
get αg and βkh,g . In step 4, the variables z̄ij,g are formally defined
as the expected group membership of nucleotide j of transcript i

based on the parameter estimates in the previous iteration. In step
5, the values of µi,g are updated to ones that maximize the expec-
ted log-likelihood expression obtained in the E-step. In step 6, we
define the group with a smaller mean as group 1, and swap the rela-
ted parameters if necessary. In step 7, we update the values of τg to
the ones that maximize the expected log-likelihood. Finally, in step
8, we check if the change of deviance is smaller than a threshold, to
determine whether to stop the execution or to enter the next iteration.
In practice, the deviance value converges quickly and the algorithm
requires only a small number of iterations (Tables S1 and S2).

For the mixture of Poisson model that does not consider local
sequences, we estimated its parameters by modifying our algorithm
with αg and βkh,g fixed to zero.

2.3.2 Fitting data from both enzymatic treatments In the algo-
rithm above, we compute an expected group membership value,
z̄ij,g , for each nucleotide j. These variables were later used to derive
structural features for our applications in two different ways. The
first way was to fit each dataset (V1 and S1) independently and treat
the variable from each as a separate feature. Another way was to
coordinately estimate the parameters for both datasets, with additio-
nal constraints imposed on the variables. The details are given in the
Supplementary Materials. Here we outline the high-level ideas.

We tested two constraints based on two corresponding assump-
tions. The first assumption is that the two mixture components
correspond to unpaired and paired bases, respectively. Since RNase
V1 and S1 nuclease have opposite preferences for these two types of
bases, we would expect paired bases to have higher V1 and lower S1
read counts than unpaired bases. If we define g = 1 and g = 2 as the
groups of unpaired and paired bases respectively, we would expect
for any transcript i, µi,1 < µi,2 for the V1 dataset and µi,1 > µi,2

for the S1 dataset. In any EM iteration, we imposed these two con-
ditions as a constraint by swapping the membership values of the
two groups in a dataset if it was violated. We call this approach
coordinated model fitting with opposite group memberships.

We also tested a different assumption, that in general nucleotides
with more reads in one dataset would also have more reads in the
other. This could be caused by the accessibility of nucleotides in
the three-dimensional structure. In this case, if g = 1 and g = 2
represent the groups of less accessible and more accessible nucleo-
tides respectively, µi,1 should be smaller than µi,2 in both datasets
for any transcript i. Again, we set these as a constraint and swapped
group memberships if violated. We call this approach coordinated
model fitting with consistent group memberships.

For the mixture of Poisson model not considering local
sequences, we fitted the models for the V1 and S1 datasets inde-
pendently, and used their z̄ij,g variables as two separate features.
We compared these features with those from our mixture of Poisson
linear models in predicting RNA zipcodes (see below). As the one-
component Poisson linear model does not have group membership
variables, we did not use it to predict RBP binding sites.

Table 1 summarizes the models we compare in this study.

2.4 Evaluation of fitness to the sequencing data
We measured the goodness-of-fit of a model by its R2, which is
defined as 1− d

d0
, where d and d0 are the deviance of the model and

the corresponding null model, respectively (Cameron and Windmei-
jer, 1996). The deviance compares the likelihood of a model with a
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Table 1. List of statistical models for fitting structure-probing data

Abbreviation Description

PL One-component Poisson linear model (Li et al., 2010)
MP Mixture of Poisson model not considering local sequences
MPL* Mixture of Poisson linear model, fitting V1 and S1 independently
MPLC same* Mixture of Poisson linear model, fitting V1 and S1 coordinately with

consistent group memberships
MPLC oppo* Mixture of Poisson linear model, fitting V1 and S1 coordinately with

opposite group memberships

*: models proposed in this work

full model where each observation has its own set of parameters.
The formulas of R2 for the various models and their derivations are
given in the Supplementary Materials.

To compare the data fitness resulted from the different models, we
used a five-fold cross-validation procedure as follows. Each time,
we used the sequences and observed read counts of 4/5 of the genes
in our dataset to perform model fitting and get the optimized para-
meter values. We then used the model with these fitted values to
predict the read counts of the remaining 1/5 of genes based on their
sequences only. The predicted and actual read counts were then
compared to compute the R2 values. The cross-validation proce-
dure ensures that the reported average accuracy reflects the ability
of a model in capturing the general properties of RNA structures rat-
her than over-fitting the training data, since the latter would result
in low testing accuracy. With 94,962 nucleotides from 119 genes,
the data set was large enough to ensure the robustness of the five-
fold cross-validation procedure. For the mixture of Poisson model
that does not consider local sequences, we report the total R2 from
cross-validation by taking the sums of d and d0 as the total devian-
ces of the model and the corresponding null model from the five
testing sets, respectively. Our algorithms in general return models
that locally maximize the corresponding likelihood functions, which
are related to but are not equivalent to the goodness-of-fit function.

2.5 List of RNA zipcodes
To compare the effectiveness of different types of features in predic-
ting RNA zipcodes, we collected experimentally-verified zipcodes
from two published studies (Jambhekar et al., 2005; Olivier et al.,
2005). After quality control and intersecting with our structure-
probing data (Supplementary Materials), we obtained a list of 10
zipcodes on 6 genes (Table 2).

Table 2. List of zipcodes used in our prediction task

Zipcode Gene Location in gene Length Source

E1min Ash1 635–683 49 (Jambhekar et al., 2005)
E2A Ash1 1109–1185 77 (Olivier et al., 2005)
E2Bmin Ash1 1279–1314 36 (Jambhekar et al., 2005)
Umin Ash1 1766–1819 54 (Jambhekar et al., 2005)
EAR1-1 Ear1 1572–1621 50 (Olivier et al., 2005)
ERG2N Erg2 180–250 71 (Jambhekar et al., 2005)
SRL1C Srl1 419–596 178 (Jambhekar et al., 2005)
TPO1N Tpo1 2–178 177 (Jambhekar et al., 2005)
WSC2C Wsc2 1354–1384 31 (Jambhekar et al., 2005)
WSC2N Wsc2 418–471 54 (Jambhekar et al., 2005)

2.6 List of protein-RNA binding sites
We further checked if our features can be used to predict general
RBP binding sites. We obtained a whole-transcriptome dataset of

RBP-binding regions in yeast (Freeberg et al., 2013), produced by
global photoactivatable-ribonucleoside-enhanced crosslinking and
immunopurification (gPAR-CLIP). We filtered out fragmented regi-
ons and focused on those between 10 and 40 bases, which is a
range shown to include the majority of binding sites (Freeberg et al.,
2013). The resulting list contains 42,344 RBP-binding regions on
2,972 genes. The nucleotide composition of these regions is shown
in Table S3. Since small read counts are more affected by noise, we
considered only transcripts with RPM (reads per million) > 1,000
when training and testing the prediction models (Table S4). We also
obtained a set of regions bound by the Puf3p protein from the same
study, with 831 binding regions on 668 genes.

2.7 Machine learning and prediction procedures
For the prediction of RNA zipcodes, we defined positive examp-
les as nucleotides within these zipcodes, and negative examples as
all other nucleotides from the same RNAs. For each nucleotide, we
derived various types of features of it (Table 3). PARS is the log
ratio of V1 and S1 read counts (Kertesz et al., 2010). PARS2 is
the square of PARS, which indicates whether a nucleotide is clearly
single-based or base-paired. LogVS includes the logarithm of the
V1 and S1 read counts as two separate features. ProbVS contains
the expected group membership variables from one of our Poisson
linear models (to be specified below). For both the one-component
model and two-component models that fit V1 and S1 either inde-
pendently or coordinately, there are two features per nucleotide.
PredSS2 is the probability for a nucleotide to be base-paired accor-
ding to RNAfold (Hofacker et al., 1994). PredSS3 is an extended
version of PredSS2, with two different labels for bases at the 5’ end
and 3’ end of a base pair. SeqBinary contains 4 binary features that
correspond to whether the nucleotide is A, C, G or U.

Table 3. List of features used in our prediction tasks

Feature type Description Number of features

PARS PARS score 1 per nucleotide
PARS2 Square of PARS score 1 per nucleotide
LogVS Logarithm of V1 and S1 counts 2 per nucleotide
ProbVS* Expected group membership variables 2 per nucleotide
PredSS2 Predicted base-pair probability 2 per nucleotide (1 d.f.)
PredSS3 Predicted base-pair probabilities (with directions) 3 per nucleotide (2 d.f.)
SeqBinary Binary encoding of the RNA sequence 4 per nucleotide (3 d.f.)
SeqRatio Nucleotide frequencies 4 per window (3 d.f.)
SeqDiNu Dinucleotide frequencies 16 per window (15 d.f.)
SeqGC GC content 1 per window

*: Features extracted by our proposed models; d.f.: degree of freedom

For Poisson linear models, there is a user parameter, K, that
describes the number of nucleotides to consider around the current
nucleotide during model fitting. We tried multiple values of it and
compared the corresponding results.

For general RBP binding sites, due to the experimental procedure
used to produce the dataset we used, the identified binding sites tend
to contain a large fraction of Uracils (Ting Han, personal commu-
nication; See also the Results section). Using a negative training
set uniformly sampled from non-binding regions would result in
models that use the enrichment of Uracils as a core predictor, which
is not useful in distinguishing RBP binding sites from other regions
with similar Uracil contents. To overcome this issue, we construc-
ted the negative set by random permutations of the nucleotides of the
positive examples, with a 1:5 ratio of positive to negative examples.
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When predicting whether a nucleotide is within a RBP binding
site, we used not only its features but also features of the nucleo-
tides around it, to capture any local feature patterns. We denote by
w the total number of nucleotides the features of which were consi-
dered when making predictions for a nucleotide. We tested multiple
values of this window size w. When w=10, we had 783, 8,881 and
19,725 nucleotides as positive examples in the prediction of RNA
zipcodes, general RBP binding sites, and binding sites of Puf3p,
respectively. In addition to the features defined per nucleotide,
we also considered some aggregated features for the whole win-
dow, including the nucleotide frequencies (SeqRatio), dinucleotide
frequencies (SeqDiNu) and GC content (SeqGC).

We used Random Forest (Breiman, 2001) to perform training and
predictions, based on the implementation in the R package random-
Forest1. We used the default values of all parameters, except that we
set parameter “sampsize” to 5,000 when there were more than 5,000
training data points, to reduce model training time.

Prediction performance was evaluated by cross-validation pro-
cedures and quantified by the area under the receiver operator
characteristics (AUC). For zipcodes, each time we kept the zipcodes
of one gene for testing and used all the others to perform model trai-
ning. The testing results were then combined to compute an overall
AUC of the model. For transcriptome-wide protein binding sites, we
performed five-fold cross-validation with 4/5 data used as training
and 1/5 for testing, for five disjoint random left-out sets of genes.

3 RESULTS
3.1 Goodness of fit of different models
To check if our proposed models are appropriate for structure-
probing data, we computed R2 at different values of K, the number
of nucleotides around the target nucleotide considered by the models
when predicting the read count of it. The results (Figure 1 and
Figure S2) show that for both V1 and S1 read counts, mixture
models fit the data much better than the single-component Pois-
son linear models, even the single-component Poisson linear models
(PL) contain more parameters than the mixture models without con-
sidering local sequence biases (MP). Considering local sequences
(MPL) provides some additional goodness of fit. The R2 value of
all models did not change much over a wide range of values of
K. Comparing the two-component Poisson linear models when V1
and S1 data were fitted either independently or coordinately, the
R2 value was highest when the two sets of data were fitted inde-
pendently (MPL), which is expected since there were no additional
constraints imposed on the parameter values of the two models.
Importantly, the R2 value was only slightly dropped when the
models were fitted coordinately with consistent group memberships
(MPLC same). In contrast, the R2 value was much lower when the
membership variables of the two models were set to be opposite
(MPLC oppo). These results suggest that besides expression levels,
the most dominant factor that governs the read count of a nucleotide
is likely something that stays the same in the two settings.

We hypothesized that one such factor is the accessibility of a
nucleotide, which is related to the three-dimensional structure of
the RNA. Since 3D structures of mRNAs were largely unavailable

1 http://cran.r-project.org/web/packages/
randomForest/index.html
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Fig. 1. Goodness of fit of the different models to the V1 read counts.

in databases of molecular structures such as PDB (Berman et al.,
2000), we could not comprehensively test this hypothesis. Here we
illustrate its possibility using tRNAs. We aligned all tRNAs with
data in the structure-probing dataset to the full alignment of tRNAs
in Rfam (Gardner et al., 2011) (ID:RF00005). One of the sequences
in our set had an exact match with the sequence in a structure in PDB
(ID:486D—E). We took this structure, and calculated the solvent
accessible surface area (SASA) of each nucleotide using the POPS
web server (Cavallo et al., 2003). We found that the read counts
from the V1 and S1 datasets were highly correlated (Figure 2). In
contrast, paired and unpaired nucleotides in general do not have
significantly larger V1 and S1 read counts, respectively.
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Fig. 2. Relationships between read counts and tertiary structures of tRNA.
Positions with zero read counts due to non-unique read mapping are omitted.

This example alone cannot prove that in general our extracted fea-
tures are related to RNA 3D structures. Nonetheless, regardless of
their exact biological interpretations, we found that our features are
practically useful in predicting RBP binding sites, as shown below.

3.2 Using extracted features to predict RNA zipcodes
3.2.1 Number of bases required to capture sequence biases We
first tested the use of our features in predicting RNA zipcodes. Our
prediction framework involves two user parameters, namely K, the
number of nucleotides considered in modeling read count biases due
to local sequences, and w, the number of nucleotides the features of
which to be considered in zipcode prediction. We first fixed w to
two particular values (40 and 100), and compared the accuracy of
our three two-component Poisson linear models at different values
of K (Figure S3 and Figure 3). For all three models, prediction
accuracies were between AUC=0.6 and 0.8, which are substantially
higher than random predictions (AUC=0.5). Consistent with the data
fitting results, the models that fit V1 and S1 independently (MPL)
or coordinately with consistent group memberships (MPLC same)
were better than the one with opposite group memberships (MPLC
oppo) in identifying zipcode regions. As the accuracy did not change
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much with different values of K, we fixed K = 2 for the remaining
tests to minimize program execution time.
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Fig. 3. Accuracy of the features extracted from our two-component Poisson
linear models in predicting RNA zipcodes with respect to different values of
K, number of nucleotides considered in modeling read count biases due to
local sequences when w is fixed to 100.

3.2.2 Number of features required to predict zipcodes In
Figure S3 and Figure 3, we see that prediction accuracies were
higher for w = 100 than w = 40. To see if it is generally true
that a large value of w is needed for accurate prediction of zipco-
des, we compared the performance of our two-component Poisson
linear model with separate V1 and S1 fittings at various values of
w. Indeed, we observed increasing prediction accuracy until around
w = 80 (the ProbVS curve in Figure 4), which matches the average
length of the zipcodes in our set of examples (Table 2).
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Fig. 4. Accuracy of various types of features in predicting RNA zipco-
des, at different values of w, the number of neighboring nucleotides to be
considered when classifying a target nucleotide.

3.2.3 Comparing different types of features We next compared
the ability of different types of features in identifying zipcodes
(Figure 4). Among the structural features compared, those obtained
from structure-probing sequencing data (ProbVS, LogVS, PARS
and PARS2) achieved higher accuracy than those from computa-
tional predictions alone (PredSS2 and PredSS3). Within the former
group, the features extracted by our two-component Poisson linear
model (ProbVS) produced the highest accuracy for almost all values
of w tested. Nucleotide and dinucleotide frequencies (SeqRatio and
SeqDiNu) worked fairly well with large w values, but were not
as strong as our structural features (ProbVS). The other sequence
features (SeqBinary and SeqGC) performed quite poorly. We have
also devised a method to formally quantify the amount of uncer-
tainty reduced from random predictions by each set of features, and
observed the same trend as these AUC values (Figure S4).

As an example, Figure S5 shows the V1 and S1 read counts along
the SRL1 RNA, and the probability for each nucleotide to be within
a zipcode as predicted by three models. It is seen that the actual

zipcode region SRL1C is not particularly single-stranded or double-
stranded according to the V1 and S1 read counts, but has a high
count of both in general. Our structural features were able to capture
this trend and identify the zipcode with high accuracy.

3.3 Whole-genome prediction of RBP binding sites
We then further tested if the same approach could predict general
RBP binding sites on RNAs. We first checked the nucleotide com-
position of the RBP-bound regions in our dataset, and as expected
found a higher fraction of Uracils in the bound regions as compared
to the overall composition of the RNAs (Table S3), which supports
our use of the negative set with the same nucleotide composition as
the positive examples (Materials and Methods).

Figure 5 shows the cross-validation results of sequence features
and the two of the best structural features in zipcode predictions.
The positive and negative examples could well be separated by our
features extracted from structure-probing data, with a top AUC of
0.8. PARS also achieved an AUC of close to 0.75. Interestingly,
the accuracy of the model with sequence features alone increased
steadily as w increased, until reaching a peak AUC of about 0.8
at w=140. It thus appears that general RBP binding sites may con-
tain some complex sequence patterns at the flanking regions. We
re-trained our prediction models using sequence and structural fea-
tures at the same time, and found that the resulting accuracy was
improved for both our extracted features and the PARS scores, rea-
ching a top AUC of around 0.85 for ProbVS+SeqBinary. We also
predicted binding sites of Puf3p, an RBP with data available from
the same study, and observed similar trends (Figure S6).

0.5 

0.55 

0.6 

0.65 

0.7 

0.75 

0.8 

0.85 

0.9 

1
0
 

2
0
 

3
0
 

4
0
 

5
0
 

6
0
 

7
0
 

8
0
 

9
0
 

1
0
0
 

1
1
0
 

1
2
0
 

1
3
0
 

1
4
0
 

1
5
0
 

1
6
0
 

1
7
0
 

1
8
0
 

1
9
0
 

2
0
0
 

A
U

C
 (
K

=
2

) 

w 

ProbVS+Se

qBinary 
ProbVS 

SeqBinary 

PARS+Seq

Binary 
PARS 

Fig. 5. Cross-validation accuracy of sequence and structural features in pre-
dicting general protein binding sites on highly expressed RNAs. ProbVS was
based on independent fitting of V1 and S1 data.

4 DISCUSSION
4.1 Information contained in structure-probing data
In this study, we have shown that read counts and derived quanti-
ties obtained from structure-probing data are affected by a number
of factors, including expression levels, cleavage preference of the
enzymes involved, and biases due to local sequences.

We found that a mixture model provided substantially better
goodness-of-fit to the structure-probing data we studied than a
single-component model. The components we identified did not cor-
respond well to paired and unpaired bases, as indicated by a smaller
R2 value when group memberships were set to be opposite for the
two sets of data than when they were set to be consistent. Instead,
we hypothesize that the components may better reflect local acces-
sibility of individual bases in the three-dimensional structure. New
experimental data and analyses are required to prove this hypothesis.
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We have also shown there is a clear difference in terms of both
data fitness and prediction accuracy of zipcodes between models
that consider local sequences and those that do not.

Taking these results together, we conclude that structure-probing
data need to be carefully processed in order to extract useful fea-
tures. Taking simple ratios of the read counts from two different
enzymatic treatments or between an experiment with the correspon-
ding control in a nucleotide-by-nucleotide manner could eliminate
factors that stay largely the same in the experiments being com-
pared, but at the same time some useful information may also be
removed, such as the solvent accessibility of each nucleotide.

4.2 Signals for recognizing RNA zipcodes
We have shown that structural features were able to identify RNA
zipcodes with high accuracy. The prediction models were most
accurate when the features of a large number of (∼ 80) nucleotides
were used. Unlike transcription factors that bind DNA with strong
sequence motifs, sequence signatures proposed for RNA zipcodes
have not been able to provide a complete model (Shepard et al.,
2003). Our results suggest that the recognition of RNA zipcodes
by the She complex may involve more complex features from the
secondary and tertiary structures of RNAs. The large number of
nucleotides needed for strong prediction suggests that recognition
may be mediated by a large amount of weak signals.

4.3 General features of protein-RNA binding sites
The encouraging performance of our models in identifying general
protein binding sites suggests that there are some general featu-
res recognized by different RBPs. A next step is to test whether a
small set of common features is shared by most RBPs, or there exist
different classes of RBPs each recognizing different features.

We found that both sequence and structural features could pre-
dict general protein binding sites with high accuracy. The exact
relationship between these two types of features is still not clear.
New insights are needed to elucidate how proteins interact with both
RNA sequences and structures.
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SUPPLEMENTARY MATERIALS
Details of the EM algorithm for the mixture of Poisson linear model with independent fittings for V1 and S1 data
For our mixture of Poisson linear model with independent fittings for V1 and S1 data, the log-likelihood of the full (observed and hidden)
data (either V1 or S1) is defined as follows (zij denotes the set of hidden membership variables for nucleotide j of transcript i, zij = {zij,g :
g ∈ G}):

ln Pr(X,Z|θ) = ln [Pr(X|Z, θ) Pr(Z|θ)]
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We use the expectation-maximization (EM) procedure to search for parameter values that maximize this log-likelihood. In the E-step, we
obtain the expectation of this log-likelihood based on the observed read counts and values of the parameters estimated in iteration t− 1:
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In the formula, Pr(zij,g|nij , θ
(t−1)) is independent of the parameters θ when the estimates from the (t− 1)-th iteration are available.

In the M-step of the t-th iteration, the above expected log-likelihood should be maximized with respect to parameters θ =
{µi,g, αg, βkh,g, τg}. It is difficult to optimize all four parameters at the same time. Instead, we first fix the values of µi,g and τg from
the previous iteration to search for the values of αg and βkh,g . Then using these updated values, we update the values of µi,g and τg .

Specifically, we view µ
(t−1)
i,g as fixed offsets and z̄

(t−1)
ij,g as fixed weights, to search for values of αg and βkh,g that optimize the Poisson

regression model. This is done by an iterative re-weighting least-square algorithm implemented in the glm package of R.
With these updated values of α

(t)
g and β

(t)
kh,g fixed, we then find the values of τg and µi,g that maximize the expected log-likelihood by

using closed formulas derived below. For τ = {τg : g ∈ G}, we form the following auxiliary function by using a Lagrange multiplier:
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Differentiating the auxiliary function with respect to λ and equating the formula to zero gives the constraint that the prior probabilities
should sum to one:

∂Λ(τ , λ)
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Differentiating the auxiliary function with respect to τg and equating the formula to zero gives the following equation:
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Solving the system of equations gives the following:
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In the special case of G = {1, 2}, the values of τg that maximize the expected log-likelihood can also be found by direct differentiation.
Differentiating the expected log-likelihood formula with respect to τg gives the following:
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Setting this formula to zero, we get:
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For µi,g , differentiating the expected log-likelihood formula with respect to µi,g gives the following:
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Pr(zij,g = 1|nij , θ(t−1)) exp

“
α

(t)
g +

PK
k=1

P
h∈{A,C,G} β

(t)
kh,gI(bijk = h)

”i
=

Pli
j=1

h
nij z̄

(t−1)
ij,g

i
Pli

j=1

h
z̄
(t−1)
ij,g exp

“
α

(t)
g +

PK
k=1

P
h∈{A,C,G} β

(t)
kh,gI(bijk = h)

”i
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Details of the EM algorithms for the mixture of Poisson linear models with coordinated fittings for V1 and S1 data
The above algorithm is for fitting data from one enzymatic treatment, i.e., either V1 or S1. There is no control of the z̄ values of a nucleotide
from the two sets of data. An alternative approach is to maximize the likelihood of the two sets of data coordinately. As mentioned in the
paper, we tested two different assumptions. The first assumption is that the group memberships of each nucleotide in the two sets of data
are opposite, due to opposite cleavage preferences of V1 and S1. The second, contrasting assumption is that group memberships of each
nucleotide in the two sets of data are consistent, due to solvent accessibility or other reasons.

We developed two algorithms for these coordinated data fitting scenarios. The first one is based on the joint log-likelihood of the two
datasets, which corresponds to the standard expectation maximization framework. The second one is based on the sum of the two individual
log-likelihoods, which gave better results in our tests. The results reported in the paper were produced using the second algorithm.

Joint log-likelihood The log-likelihood function for fitting one set of data can be extended to include both sets of data based on their joint
distribution. For both assumptions, the log-likelihood function of the full data is as follows (the subscripts (v), (s) and (v, s) represent data
and parameters for the V1 dataset, S1 dataset and the combined set, respectively):

ln Pr(X(v,s),Z|θ) = ln
ˆ
Pr(X(v,s)|Z, θ) Pr(Z|θ)

˜
= ln

ˆ
Pr(X(v)|Z, θ) Pr(X(s)|Z, θ) Pr(Z|θ)

˜
= ln

"Y
i

liY
j=1

Pr(nij(v)|Z, θ)
Y

i

liY
j=1

Pr(nij(s)|Z, θ)
Y

i

liY
j=1

Pr(zij |θ)

#

=
X

i

liX
j=1

ln Pr(nij(v)|Z, θ) +
X

i

liX
j=1

ln Pr(nij(s)|Z, θ) +
X

i

liX
j=1

ln Pr(zij |θ)

=
X

i

liX
j=1

X
g∈G

zij,g ln Pr(nij(v)|zij,g = 1, θ) +

X
i

liX
j=1

X
g∈G

zij,g ln Pr(nij(s)|zij,g = 1, θ) +

X
i

liX
j=1

X
g∈G

zij,g ln τg

=
X

i

liX
j=1

X
g∈G

zij,g ln
e−µij,g(v)µ

nij(v)
ij,g(v)

nij(v)!
+
X

i

liX
j=1

X
g∈G

zij,g ln
e−µij,g(s)µ

nij(s)
ij,g(s)

nij(s)!
+
X

i

liX
j=1

X
g∈G

zij,g ln τg

=
X

i

liX
j=1

X
g∈G

zij,g

ˆ
−µij,g(v) + nij ln µij,g(v) − ln(nij(v)!)− µij,g(s) + nij ln µij,g(s) − ln(nij(s)!) + ln τg

˜

In the formulation, there is only one variable zij,g for both sets of data. In other words, if a nucleotide is in group 1 according to the
V1 data, it is also in group 1 according to S1 data. The two assumptions differ by their corresponding meanings of the groups. For the first
assumption (opposite group memberships), if group 1 in V1 data corresponds to nucleotides with smaller read counts, then in S1 data group
1 would correspond to nucleotides with larger read counts. For the second assumption (consistent group memberships), if group 1 in V1 data
corresponds to nucleotides with smaller read counts, then in S1 data group 1 would also correspond to nucleotides with smaller read counts.
This design will be realized by constraints imposed during the optimization process, to be detailed below.

Again, we use the expectation-maximization (EM) procedure to search for parameter values that maximize this log-likelihood. In the
E-step, we obtain the expectation of this log-likelihood based on the observed read counts and values of the parameters estimated in iteration
t− 1:
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EZ|X(v,s),θ(t−1)

ˆ
ln Pr(X(v,s),Z|θ)

˜
=
X
z

h
Pr(z|X(v,s), θ

(t−1)) ln Pr(X(v,s), z|θ)
i

=
X

i

liX
j=1

X
g∈G

1X
zij,g=0

n
Pr(zij,g|nij(v,s), θ

(t−1))zij,g

ˆ
−µij,g(v) + nij(v) ln µij,g(v) − ln(nij(v)!)− µij,g(s) + nij(s) ln µij,g(s) − ln(nij(s)!) + ln τg

˜¯
=
X

i

liX
j=1

X
g∈G

n
Pr(zij,g = 1|nij(v,s), θ

(t−1))

ˆ
−µij,g(v) + nij(v) ln µij,g(v) − ln(nij(v)!)− µij,g(s) + nij(s) ln µij,g(s) − ln(nij(s)!) + ln τg

˜¯
We optimize the parameters using methods similar to the ones we use for the model with independent fittings of V1 and S1 data. For τg ,

the result is as follows:

τ (t)
g =

P
i

Pli
j=1 Pr(zij,g = 1|nij(v,s), θ

(t−1))P
i li

=

P
i

Pli
j=1 z̄

(t−1)

ij,g(v,s)P
i li

,

where
z̄
(t−1)

ij,g(v,s)

def
= Ez|X(v,s),θ(t−1)zij,g

= Pr(zij,g = 1|nij(v,s), θ
(t−1))

=
Pr(nij(v,s)|zij,g = 1, θ(t−1)) Pr(zij,g = 1|, θ(t−1))P

g′∈G Pr(nij(v,s)|zij,g′ = 1, θ(t−1)) Pr(zij,g′ = 1|, θ(t−1))

=
Pr(nij(v)|zij,g = 1, θ(t−1)) Pr(nij(s)|zij,g = 1, θ(t−1)) Pr(zij,g = 1|, θ(t−1))P

g′∈G Pr(nij(v)|zij,g = 1, θ(t−1)) Pr(nij(s)|zij,g′ = 1, θ(t−1)) Pr(zij,g′ = 1|, θ(t−1))

=
e
−µ

(t−1)
ij,g(v)(µ

(t−1)

ij,g(v))
nij(v)e

−µ
(t−1)
ij,g(s)(µ

(t−1)

ij,g(s))
nij(s)τ

(t−1)
gP

g′∈G e
−µ

(t−1)
ij,g′(v)(µ

(t−1)

ij,g′(v))
nij(v)e

−µ
(t−1)
ij,g′(s)(µ

(t−1)

ij,g′(s))
nij(s)τ

(t−1)

g′

For µi,g(v) and µi,g(s), the results are as follows:

µ
(t)

i,g(v) =

Pli
j=1

h
nij(v) Pr(zij,g = 1|nij(v,s), θ

(t−1))
i

Pli
j=1

h
Pr(zij,g = 1|nij(v,s), θ(t−1)) exp

“
α

(t)

g(v) +
PK

k=1

P
h∈{A,C,G} β

(t)

kh,g(v)I(bijk = h)
”i

=

Pli
j=1

h
nij(v)z̄

(t−1)

ij,g(v,s)

i
Pli

j=1

h
z̄
(t−1)

ij,g(v,s) exp
“
α

(t)

g(v) +
PK

k=1

P
h∈{A,C,G} β

(t)

kh,g(v)I(bijk = h)
”i ,

and

µ
(t)

i,g(s) =

Pli
j=1

h
nij(s) Pr(zij,g = 1|nij(v,s), θ

(t−1))
i

Pli
j=1

h
Pr(zij,g = 1|nij(v,s), θ(t−1)) exp

“
α

(t)

g(s) +
PK

k=1

P
h∈{A,C,G} β

(t)

kh,g(s)I(bijk = h)
”i

=

Pli
j=1

h
nij(s)z̄

(t−1)

ij,g(v,s)

i
Pli

j=1

h
z̄
(t−1)

ij,g(v,s) exp
“
α

(t)

g(s) +
PK

k=1

P
h∈{A,C,G} β

(t)

kh,g(s)I(bijk = h)
”i ,

The resulting algorithm is similar to the one for independent V1 and S1 fittings, with only minor changes:

1. Initialize z̄
(0)

ij,g(v,s) with a value uniformly drawn from [0, 1] such that
P

g∈G z̄
(0)

ij,g(v,s) = 1.
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2. Initialize µ
(0)

i,g(v) to
Pli

j=1 z̄
(0)
ij,g(v,s)nij(v)Pli

j=1 z̄
(0)
ij,g(v,s)

, µ
(0)

i,g(s) to
Pli

j=1 z̄
(0)
ij,g(v,s)nij(s)Pli

j=1 z̄
(0)
ij,g(v,s)

and τ
(0)
g to

P
i

Pli
j=1 z̄

(0)
ij,g(v,s)P

i li
. For each iteration t = 1, 2, ...,

repeat steps 3-8:

3. Viewing µ
(t−1)

i,g(v) as offsets and z̄
(t−1)

ij,g(v,s) as weights, fit the generalized linear model with a Poisson link function to get α
(t)

g(v) and

β
(t)

kh,g(v). Do the same for α
(t)

g(s) and β
(t)

kh,g(s).

4. Define z̄
(t−1)

ij,g(v,s) as
τ
(t−1)
g Pr(nij(v,s)|zij,g=1,θ(t−1))P

g′
h
τ
(t−1)
g′

Pr(nij(v,s)|zij,g′=1,θ(t−1))
i .

5. Update µ
(t)

i,g(v) to
Pli

j=1 z̄
(t−1)
ij,g(v,s)nij(v)Pli

j=1 z̄
(t−1)
ij,g(v,s) exp

h
α

(t)
g(v)+

PK
k=1

P
h∈{A,C,G} β

(t)
kh,g(v)I(bijk=h)

i and

µ
(t)

i,g(s) to
Pli

j=1 z̄
(t−1)
ij,g(v,s)nij(s)Pli

j=1 z̄
(t−1)
ij,g(v,s) exp

h
α

(t)
g(s)+

PK
k=1

P
h∈{A,C,G} β

(t)
kh,g(s)I(bijk=h)

i .

6. Make necessary variable swaps according to the assumption about group membership.

7. Update τ
(t)
g to

P
i

Pli
j=1 z̄

(t−1)
ij,g(v,s)P

i li
.

8. Go to step 3 unless the deviance decreases by less than 0.01%.

In the original algorithm for independent V1 and S1 fittings, the µ
(t)
i,g and z̄

(t−1)
ij,1 variables are swapped between the two groups to maintain

the invariant that group g = 1 always refers to nucleotides with smaller read counts and group g = 2 always refers to nucleotides with
larger read counts. When the two sets of data are fitted coordinately, the meanings of the groups depend on the assumption about group
membership.

When group membership is assumed to be opposite in the two sets of data, we set group 1 in the V1 dataset and group 2 in the S1 dataset
as nucleotides with smaller read counts. In other words, if µ

(t)

i,1(v) < µ
(t)

i,2(v) is not true for any transcript i, we swap their values in step 6.

Similarly, if µ
(t)

i,1(s) > µ
(t)

i,2(s) is not true for any transcript i, we swap their values.
When group membership is assumed to be consistent in the two sets of data, we set group 1 in both datasets as nucleotides with smaller

read counts. Therefore, if µ
(t)

i,1(v) < µ
(t)

i,2(v) is not true for any transcript i, we swap their values in step 6. Similarly, if µ
(t)

i,1(s) < µ
(t)

i,2(s) is not
true for any transcript i, we swap their values.
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Sum of log-likelihoods When we tested the above algorithm with the structure-probing data we used, the results were found to be very
similar to fitting only S1 data. This was due to a much larger number of reads produced in this set as compared to the V1 set. One potential
remedy was to normalize the two sets of data before model fitting. We tried a different approach, and developed another algorithm that
produced better results in practice.

In this algorithm, instead of maximizing the expected joint log-likelihood function, we maximize the sum of the expected log-likelihoods
from the two sets of data:

EZ(v)|X(v),θ(t−1)

ˆ
ln Pr(X(v),Z(v)|θ)

˜
+ EZ(s)|X(s),θ(t−1)

ˆ
ln Pr(X(s),Z(s)|θ)

˜
=
X
z(v)

h
Pr(z(v)|X(v), θ

(t−1)) ln Pr(X(v), z(v)|θ)
i

+
X
z(s)

h
Pr(z(s)|X(s), θ

(t−1)) ln Pr(X(s), z(s)|θ)
i

=
X

i

liX
j=1

X
g∈G

1X
zij,g(v)=0

n
Pr(zij,g(v)|nij(v), θ

(t−1))zij,g(v)

ˆ
−µij,g(v) + nij(v) ln µij,g(v) − ln(nij(v)!) + ln τg

˜o
+

X
i

liX
j=1

X
g∈G

1X
zij,g(s)=0

n
Pr(zij,g(s)|nij(s), θ

(t−1))zij,g(s)

ˆ
−µij,g(s) + nij(s) ln µij,g(s) − ln(nij(s)!) + ln τg

˜o

=
X

i

liX
j=1

X
g∈G

n
Pr(zij,g(v) = 1|nij(v), θ

(t−1))
ˆ
−µij,g(v) + nij(v) ln µij,g(v) − ln(nij(v)!) + ln τg

˜o
+

X
i

liX
j=1

X
g∈G

n
Pr(zij,g(s) = 1|nij(s), θ

(t−1))
ˆ
−µij,g(s) + nij(s) ln µij,g(s) − ln(nij(s)!) + ln τg

˜o
In this formulation, there are two group membership variables zij,g(v) and zij,g(s) for each nucleotide. For the first assumption (opposite

group memberships), we impose the constraint that if a nucleotide is in group 1 in the V1 data, it must be in group 2 in the S1 data, and vice
versa. For the second assumption (consistent group memberships), we require that each nucleotide should be in the same group for both V1
and S1. The details are provided in the algorithm listing below.

Again, we optimize the parameters using methods similar to the ones described above. For τg , the result is as follows:

τ (t)
g =

P
i

Pli
j=1

h
Pr(zij,g(v) = 1|nij(v), θ

(t−1)) + Pr(zij,g(v) = 1|nij(v), θ
(t−1))

i
2
P

i li

=

P
i

Pli
j=1

h
z̄
(t−1)

ij,g(v) + z̄
(t−1)

ij,g(s)

i
2
P

i li
,

where
z̄
(t−1)

ij,g(v)

def
= Ez(v)|X(v),θ(t−1)zij,g(v)

= Pr(zij,g(v) = 1|nij(v), θ
(t−1))

=
Pr(nij(v)|zij,g(v) = 1, θ(t−1)) Pr(zij,g(v) = 1|, θ(t−1))P

g′∈G Pr(nij(v)|zij,g′(v) = 1, θ(t−1)) Pr(zij,g′(v) = 1|, θ(t−1))

=
e
−µ

(t−1)
ij,g(v)(µ

(t−1)

ij,g(v))
nij(v)τ

(t−1)
gP

g′∈G e
−µ

(t−1)
ij,g′(v)(µ

(t−1)

ij,g′(v))
nij(v)τ

(t−1)

g′

and
z̄
(t−1)

ij,g(s)

def
= Ez(s)|X(s),θ(t−1)zij,g(s)

= Pr(zij,g(s) = 1|nij(s), θ
(t−1))

=
Pr(nij(s)|zij,g(s) = 1, θ(t−1)) Pr(zij,g(s) = 1|, θ(t−1))P

g′∈G Pr(nij(s)|zij,g′(s) = 1, θ(t−1)) Pr(zij,g′(s) = 1|, θ(t−1))

=
e
−µ

(t−1)
ij,g(s)(µ

(t−1)

ij,g(s))
nij(s)τ

(t−1)
gP

g′∈G e
−µ

(t−1)
ij,g′(s)(µ

(t−1)

ij,g′(s))
nij(s)τ

(t−1)

g′
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These two group membership variables were used as features in the machine learning tasks.
For µi,g(v) and µi,g(s), the results are as follows:

µ
(t)

i,g(v) =

Pli
j=1

h
nij(v) Pr(zij,g = 1|nij(v), θ

(t−1))
i

Pli
j=1

h
Pr(zij,g = 1|nij(v), θ(t−1)) exp

“
α

(t)

g(v) +
PK

k=1

P
h∈{A,C,G} β

(t)

kh,g(v)I(bijk = h)
”i

=

Pli
j=1

h
nij(v)z̄

(t−1)

ij,g(v)

i
Pli

j=1

h
z̄
(t−1)

ij,g(v) exp
“
α

(t)

g(v) +
PK

k=1

P
h∈{A,C,G} β

(t)

kh,g(v)I(bijk = h)
”i ,

and

µ
(t)

i,g(s) =

Pli
j=1

h
nij(s) Pr(zij,g = 1|nij(s), θ

(t−1))
i

Pli
j=1

h
Pr(zij,g = 1|nij(s), θ(t−1)) exp

“
α

(t)

g(s) +
PK

k=1

P
h∈{A,C,G} β

(t)

kh,g(s)I(bijk = h)
”i

=

Pli
j=1

h
nij(s)z̄

(t−1)

ij,g(s)

i
Pli

j=1

h
z̄
(t−1)

ij,g(s) exp
“
α

(t)

g(s) +
PK

k=1

P
h∈{A,C,G} β

(t)

kh,g(s)I(bijk = h)
”i ,

The resulting algorithm is as follows:

1. Initialize z̄
(0)

ij,g(v) and z̄
(0)

ij,g(s) with values uniformly drawn from [0, 1] such that
P

g∈G z̄
(0)

ij,g(v) = 1 and
P

g∈G z̄
(0)

ij,g(s) = 1.

2. Initialize µ
(0)

i,g(v) to
Pli

j=1 z̄
(0)
ij,g(v)nij(v)Pli

j=1 z̄
(0)
ij,g(v)

, µ
(0)

i,g(s) to
Pli

j=1 z̄
(0)
ij,g(s)nij(s)Pli

j=1 z̄
(0)
ij,g(s)

and τ
(0)
g to

P
i

Pli
j=1 z̄

(0)
ij,g(v)+z̄

(0)
ij,g(s)

2
P

i li
. For each iteration t =

1, 2, ..., repeat steps 3-8:

3. Viewing µ
(t−1)

i,g(v) as offsets and
z̄
(t−1)
ij,g(v)+z̄

(t−1)
ij,g(s)

2
as weights, fit the generalized linear model with a Poisson link function to get α

(t)

g(v) and

β
(t)

kh,g(v). Do the same for α
(t)

g(s) and β
(t)

kh,g(s).

4. Define z̄
(t−1)

ij,g(v) as
τ
(t−1)
g Pr(nij(v)|zij,g=1,θ(t−1))P

g′
h
τ
(t−1)
g′

Pr(nij(v)|zij,g′=1,θ(t−1))
i and z̄

(t−1)

ij,g(s) as
τ
(t−1)
g Pr(nij(s)|zij,g=1,θ(t−1))P

g′
h
τ
(t−1)
g′

Pr(nij(s)|zij,g′=1,θ(t−1))
i .

5. Update µ
(t)

i,g(v) to
Pli

j=1

h
z̄
(t−1)
ij,g(v)+z̄

(t−1)
ij,g(s)

i
nij(v)Pli

j=1

h
z̄
(t−1)
ij,g(v)+z̄

(t−1)
ij,g(s)

i
exp

h
α

(t)
g(v)+

PK
k=1

P
h∈{A,C,G} β

(t)
kh,g(v)I(bijk=h)

i and

µ
(t)

i,g(s) to
Pli

j=1

h
z̄
(t−1)
ij,g(v)+z̄

(t−1)
ij,g(s)

i
nij(s)Pli

j=1

h
z̄
(t−1)
ij,g(v)+z̄

(t−1)
ij,g(s)

i
exp

h
α

(t)
g(s)+

PK
k=1

P
h∈{A,C,G} β

(t)
kh,g(s)I(bijk=h)

i .

6. Make necessary variable swaps according to the assumption about group membership.

7. Update τ
(t)
g to

P
i

Pli
j=1

h
z̄
(t−1)
ij,g(v)+z̄

(t−1)
ij,g(s)

i
2

P
i li

, µ
(t)

i,g(v) to
Pli

j=1

h
z̄
(t−1)
ij,g(v)+z̄

(t−1)
ij,g(s)

i
nij(v)Pli

j=1

h
z̄
(t−1)
ij,g(v)+z̄

(t−1)
ij,g(s)

i
exp

h
α

(t)
g(v)+

PK
k=1

P
h∈{A,C,G} β

(t)
kh,g(v)I(bijk=h)

i and

µ
(t)

i,g(s) to
Pli

j=1

h
z̄
(t−1)
ij,g(v)+z̄

(t−1)
ij,g(s)

i
nij(s)Pli

j=1

h
z̄
(t−1)
ij,g(v)+z̄

(t−1)
ij,g(s)

i
exp

h
α

(t)
g(s)+

PK
k=1

P
h∈{A,C,G} β

(t)
kh,g(s)I(bijk=h)

i .

8. Go to step 3 unless the deviance decreases by less than 0.01%.

When group membership is assumed to be opposite in the two sets of data, we set group 1 in the V1 dataset and group 2 in the S1 dataset
as nucleotides with smaller read counts. In other words, if µ

(t)

i,1(v) < µ
(t)

i,2(v) is not true for any transcript i, we swap the values of z̄ij,1(v)

and z̄ij,2(v) for all nucleotides j on transcript i in step 6. Similarly, if µ
(t)

i,1(s) > µ
(t)

i,2(s) is not true for any transcript i, we swap the values of
z̄ij,1(s) and z̄ij,2(s).

When group membership is assumed to be consistent in the two sets of data, we set group 1 in both datasets as nucleotides with smaller
read counts. Therefore, if µ

(t)

i,1(v) < µ
(t)

i,2(v) is not true for any transcript i, we swap the values of z̄ij,1(v) and z̄ij,2(v) for all nucleotides j on

transcript i in Step 6. Similarly, if µ
(t)

i,1(s) < µ
(t)

i,2(s) is not true for any transcript i, we swap the values of z̄ij,1(s) and z̄ij,2(s).
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Derivation of deviance and R2 formulas
For the one-component Poisson model (including both the one-component Poisson linear model PL and all one-component Poisson models
in general), the deviance is as follows:

dpois = −2
X

i

X
j

[ln f(nij |θ)− ln f∗(nij |θ∗)]

= −2
X

i

X
j

"
ln

 
e−µij µ

nij

ij

nij !

!
− ln

 
e−nij n

nij

ij

nij !

!#

= −2
X

i

X
j

(−µij + nij ln µij − ln nij ! + nij − nij ln nij + ln nij !)

= −2
X

i

X
j

„
nij ln

µij

nij
− µij + nij

«
In the formulas, f∗ is the likelihood of the full model where each observation has its own set of parameters, and θ∗ is the parameter values

that maximize it. For a mixture of Poisson model with two components, the deviance is as follows:

dmix.pois = −2
X

i

X
j

[ln f(nij |θ)− ln f∗(nij |θ∗)]

= −2
X

i

X
j

"
ln

 
τ1

e−µij,1µ
nij

ij,1

nij !
+ τ2

e−µij,2µ
nij

ij,2

nij !

!
− ln

 
e−nij n

nij

ij

nij !

!#

= −2
X

i

X
j

ˆ
ln
`
τ1e

−µij,1µ
nij

ij,1 + τ2e
−µij,2µ

nij

ij,2

´
− ln

`
e−nij n

nij

ij

´˜
= −2

X
i

X
j

{ln [exp (ln τ1 − µij,1 + nij ln µij,1) + exp (ln τ2 − µij,2 + nij ln µij,2)] + nij − nij ln nij}

The terms exp (ln τ1 − µij,1 + nij ln µij,1) and exp (ln τ2 − µij,2 + nij ln µij,2) could be hard to compute for large nij . In that case, if
their values are sufficiently different, we can simplify the deviance formula by making use of the approximation ln [exp(A) + exp(B)] ≈
max{A, B}:

dmix.pois ≈ −2
X

i

X
j

[max {(ln τ1 − µij,1 + nij ln µij,1) , (ln τ2 − µij,2 + nij ln µij,2)}+ nij − nij ln nij ]

Based on the above definitions of deviance, R2 values can be computed as R2 = 1− d
d0

, where d is the deviance of a model and d0 is the
deviance of the corresponding null model. The null model is defined as a baseline model that assumes the same sequence preference with no
mixture of components. It is therefore a single Poisson distribution, with the deviance formula given above.

Selection of zipcodes
We initially collected a list of 17 unique zipcodes from 9 different genes based on two published studies (Jambhekar et al., 2005; Olivier
et al., 2005). We then removed zipcodes named “CPS1CR” , “DNM1C”, ‘DNM1N” and “Other” as they were recovered only once in the
three-hybrid experiments. “YLR434-1” and “YLR434-2” were removed because our structure-probing dataset does not contain data for
YLR434. We also removed the zipcodes on IST2, because they “failed to be localized above background levels” (Jambhekar et al., 2005).
After these filtering steps, we ended up with a list of 10 zipcodes on 6 genes.

A typical run of our fitting algorithm
In our tests, our optimization algorithms usually required only a small number of iterations before the deviance converged. Group membership
variables also stabilized quickly. In the Table S1 and Table S2 we show some statistics of a typical run of our algorithm for fitting V1 and S1
data independently with the two-component Poisson linear model.
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Table S1. Parameter values estimated in different iterations from the V1 data, based
on the two-component Poisson linear model. The model was trained using the top 115
genes with the highest expression, with size of local window K = 14. The final R2

value was 0.75. µi,1 and µi,2 are the mean values of the µi,1 and µi,2 parameters of the
115 genes, respectively. The Swaps column shows the number of membership variable
swaps in each iteration (Step 6 of the algorithm).

t τ1 τ2 µi,1 µi,2 α1 α2 dmix.pois(V 1) Swaps

1 0.623 0.377 97.16 314.67 -0.473 -0.416 17006647 50
2 0.751 0.249 53.82 508.61 -0.470 -0.441 10950245 0
3 0.788 0.212 54.84 573.84 -0.670 -0.199 10315940 0
4 0.807 0.193 58.27 614.08 -0.539 -0.038 10071172 0
5 0.818 0.182 60.32 638.53 -0.482 0.080 9999321 0
6 0.825 0.175 61.72 655.18 -0.449 0.160 9959817 0
7 0.830 0.170 62.78 666.79 -0.433 0.207 9937786 0
8 0.833 0.167 63.48 674.67 -0.421 0.240 9923373 0
9 0.836 0.164 63.96 680.00 -0.409 0.269 9914274 0

10 0.838 0.162 64.32 683.74 -0.399 0.288 9910022 0
11 0.839 0.161 64.55 686.28 -0.391 0.303 9908123 0
12 0.840 0.160 64.71 688.15 -0.389 0.309 9906627 0
13 0.840 0.160 64.77 688.83 -0.389 0.312 9906138 0

Table S2. Parameter values estimated in different iterations from the S1 data, based on
the two-component Poisson linear model. The model was trained using the top 115 genes
with the highest expression, with size of local window K = 14. The final R2 value was
0.78. µi,1 and µi,2 are the mean values of the µi,1 and µi,2 parameters of the 115 genes,
respectively. The Swaps column shows the number of membership variable swaps in each
iteration (Step 6 of the algorithm).

t τ1 τ2 µi,1 µi,2 α1 α2 dmix.pois(S1) Swaps

1 0.613 0.387 121.38 559.58 -0.245 -0.151 44718411 41
2 0.778 0.222 61.20 1378.87 0.125 -0.493 27612356 2
3 0.859 0.141 59.46 1838.56 0.621 -0.868 24123884 1
4 0.889 0.111 63.22 2193.66 0.359 -0.760 21591810 1
5 0.909 0.091 66.91 2441.04 0.250 -0.721 20797169 0
6 0.919 0.081 69.22 2603.24 0.246 -0.648 20358288 0
7 0.925 0.075 70.58 2715.38 0.254 -0.611 20247668 0
8 0.928 0.072 71.52 2781.90 0.271 -0.554 20138028 0
9 0.930 0.070 72.18 2826.69 0.296 -0.500 20098852 0

10 0.931 0.069 72.70 2857.73 0.309 -0.464 20053546 0
11 0.932 0.068 73.21 2885.81 0.317 -0.448 20020957 0
12 0.933 0.067 73.61 2911.73 0.321 -0.440 19989090 0
13 0.933 0.067 73.86 2936.93 0.322 -0.438 19962414 0
14 0.933 0.067 74.08 2949.25 0.321 -0.438 19944781 0
15 0.933 0.067 74.24 2959.68 0.324 -0.433 19918744 0
16 0.934 0.066 74.34 2965.02 0.324 -0.430 19905205 0
17 0.934 0.066 74.44 2970.08 0.322 -0.430 19900269 0
18 0.934 0.066 74.48 2972.04 0.318 -0.432 19894204 0
19 0.934 0.066 74.49 2973.21 0.319 -0.431 19891658 0
20 0.934 0.066 74.54 2975.83 0.316 -0.435 19888747 0
21 0.935 0.065 74.56 2976.91 0.314 -0.438 19885466 0
22 0.935 0.065 74.57 2977.57 0.314 -0.438 19882631 0
23 0.935 0.065 74.58 2977.84 0.314 -0.438 19881685 0
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Table S3. Nucleotide compositions of the RBP-binding regions from (Free-
berg et al., 2013) and the corresponding RNA backgrounds. Only RNAs with
a non-zero expression level were considered.

Nucleotide A C G T

Percentage in observed RBP binding regions 31.8 21.2 14.2 32.7
Percentage in whole RNAs 31.6 19.2 20.0 29.2
Enrichment ratio 1.01 1.11 0.71 1.12

Table S4. Number of RBP-bound regions from (Freeberg et al.,
2013) at different read-count cutoffs.

RNA sub-element Read-count cutoff (RPM)
0 10 100 1,000 2,000

Whole RNA 42,344 18,753 7,113 350 108
5’UTR 2,045 1,165 604 20 4
CDS 35,790 14,522 4,453 15 0
3’UTR 4,415 3,037 2,052 315 104
Others 94 29 4 0 0

Abbreviations: CDS – coding sequences; RPM – reads per million mapped
reads; UTR – untranslated regions
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Fig. S1. Goodness of fit of the different models to the S1 read counts.
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Fig. S2. Accuracy of the features extracted from our two-component Poisson linear models in predicting RNA zipcodes with respect to different values of K,
number of nucleotides considered in modeling read count biases due to local sequences when w is fixed to 40.
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Fig. S3. Cross-validation accuracy of sequence and structural features in predicting Puf3p binding sites on RNAs. ProbVS was based on independent fitting
of V1 and S1 data.
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